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Abstract
For designs of computer experiments, two important and desirable properties are pro-
jection uniformity and column-orthogonality. However, it is always a challenging task
to construct designs with both properties. This paper constructs a series of designs
which possess both (near) column-orthogonality and projection uniformity, called
(nearly) column-orthogonal mappable nearly orthogonal arrays (MNOAs). Further-
more, we enhance the MNOAs’ projection uniformity on any one dimension by using
the constructed (nearly) column-orthogonalMNOAs and rotationmatrices. Compared
with the existing results (such as Sun andTang in JAmStatAssoc 112:683–689, 2017),
the newly constructed designs are able to accommodatemore design columns and have
a much better projection uniformity, for the same run sizes.
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1 Introduction

A good design for computer experiments should spread its points evenly throughout
the experimental region; such a design is called a space-filling design. For designs with
high dimensions, improving their lower-dimensional projection uniformity is advis-
able, which can decrease the variations of predictions. For example, Latin hypercube
designs (LHDs) proposed byMcKay, Beckman and Conover [9] can achieve the max-
imum stratification when projected onto any one dimension. Tang [18] constructed
LHDs based on orthogonal arrays, which preserve at least a two-dimensional strati-
fication property of orthogonal arrays. Strong orthogonal arrays proposed by He and
Tang [4] and further studied by He and Tang [5] and [8], and mappable nearly orthog-
onal arrays (MNOAs) studied by Mukerjee, Sun and Tang [10] are both space-filling
designs which enjoy the desirable low-dimensional projection uniformity properties.

Low correlation between columns is another criterion to measure the goodness of
a design. Column-orthogonality can ensure that the estimates of the linear effects in a
regression model can be uncorrelated. And it can also be viewed as a stepping stone to
space-filling designs (Bingham, Sitter and Tang [2]). In addition, column-orthogonal
space-filling designs are most useful for factor screening settings. Many efforts have
been made to construct (nearly) column-orthogonal space-filling designs, see, e.g.,
Bingham, Sitter and Tang [2], Pang, Liu and Lin [12], Georgiou et al. [3], Wang et al.
[19] and the references therein.

It is always a challenging task to construct designs with both column-orthogonality
and projection uniformity. In this paper, we construct (nearly) column-orthogonal
MNOAs which accommodate more columns, and enjoy relatively good projection
uniformity and column-orthogonality. By using the constructed MNOAs and rotation
matrices, we further obtain a new kind of space-filling designs which preserve the
projection uniformity and column-orthogonality of the used MNOAs and improve the
projection uniformity in one dimension, i.e., having more levels. Recently, Sun and
Tang [17] have also constructed a kind of column-orthogonal space-filling designs
which possess the same projection uniformity as the MNOAs. Compared to those
of Sun and Tang [17], our designs have several advantages, such as enjoying more
columns and better projection uniformity inmany cases. For example, for designs with
64 runs, we can construct an LHD with 54 factors in which 90.57% column pairs can
achieve a stratification on a 8× 8 grid, while the design constructed by Sun and Tang
[17] has 48 factors of 16 levels each, and only 89.36% column pairs can achieve a
stratification on a 4× 4 grid. Detailed comparisons with Sun and Tang [17]’s designs
will be made later.

The rest of this paper is organized as follows. Relevant notation and definition
are given in Sect. 2. Section 3 proposes a general construction method for ordinary
MNOAs, and some methods for constructing (nearly) column-orthogonal resolvable
designs with certain special structures which can be used to construct (nearly) column-
orthogonal MNOAs. Section 4 uses MNOAs to construct space-filling designs with
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higher levels. Further discussions and concluding remarks are given in Sect. 5. All
proofs are deferred to Appendix.

2 Definitions and Notation

Adesignwith N runs andu factors, each factor having s levels, is denoted by D(N , su);
if the s levels occur with the same frequency, it is called a balanced design; and if
s = N , it is a Latin hypercube design (LHD), denoted by LHD(N , u). A resolvable
design D, denoted by Dλ(N , su), is resolvable into λ parts if it can be partitioned
into D = (DT

1 , . . . , DT
λ )T , such that each part Dw is a balanced design D(N/λ, su),

w = 1, 2, . . . , λ. For convenience, we assume that the s (s ≥ 2) levels are taken to be
(−s + 1,−s + 3, . . . , s − 1). This paper involves with two types of orthogonality: (i)
combinatorial-orthogonality and (ii) column-orthogonality. A D(N , su) is called an
orthogonal array of strength t , denoted by OA(N , u, s, t), if for each N × t submatrix,
all possible level combinations occur with the same frequency. This orthogonality is
called the combinatorial-orthogonality, which can lead to t- and lower-dimensional
projection uniformity properties. Another orthogonality is the column-orthogonality,
which means that the inner product between any two columns of a design is zero, and
such a design is called a column-orthogonal design. For a design with centered levels,
if it can achieve combinatorial-orthogonality, then it must be column-orthogonal.

When neither combinatorial-orthogonality nor column-orthogonality is possible,
we will consider the near orthogonality. Sun and Tang [10] proposed a new class
of nearly orthogonal arrays which achieve near combinatorial-orthogonality, called
mappable nearly orthogonal arrays (MNOAs). The definition of MNOA in Sun and
Tang [10] is based on nonnegative levels. Belowwe restate it with a slight modification
to suit for designs with centered levels.

Definition 2.1 An N ×um array with entries from set {−(s−1),−(s−3), . . . , s−1}
is called a mappable nearly orthogonal array (MNOA), denoted byMNOA(N ; (su)m,

(pu)m), if it can be divided intom disjoint groups each having u columns, and satisfies
the following properties:

(i) any two columns fromdifferent groups achieve combinatorial-orthogonality based
on s levels;

(ii) the whole array can be mapped into an OA(N , um, p, 2), where the mapping
rule is that each level from interval [−s + 2( j − 1)v,−s + 2 jv) maps to level
−p + 2 j − 1, where s = vp, j = 1, 2, . . . , p.

This definition implies that any two columns from different groups can achieve a
stratification on an s × s grid, and any two distinct columns from the same group
can achieve a stratification on a p × p grid. This attractive space-filling property is
very useful in computer experiments. Mukerjee, Sun and Tang [10] used the ratio of
column pairs that can achieve a stratification on an s × s grid to measure the degree
of combinatorial-orthogonality of an MNOA, that is,

π = u2
(
m

2

)
/

(
mu

2

)
= (m − 1)u/(mu − 1). (2.1)
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It is easy to see that π strictly decreases with u, and increases with m. Then π ≥
4u/(5u − 1) > 80% for m ≥ 5, which implies that the MNOA with m ≥ 5 has
relatively better combinatorial-orthogonality and projection uniformity.

For a design D = (d1, d2, . . . , du)n×u , denote

ρi j (D) = dTi d j√
dTi di

√
dTj d j

and ρ(D) = (ρi j (D))u×u, (2.2)

where di is the i th column of D. If design D has centered levels, ρi j (D) is the
correlation coefficient between the i th and j th columns of D. A design with small
correlations is called a nearly column-orthogonal design. Two commonly used mea-
sures of near column-orthogonality are ρ2(D) = ∑

i< j 2ρ
2
i j (D)/(m(m − 1)) and

ρM (D) = maxi< j |ρi j (D)|.
Remark 2.2 Throughout this paper, a (nearly) column-orthogonal design means that
this design is at least nearly column-orthogonal; it is either nearly column-orthogonal
or exactly column-orthogonal.

3 Construction of MNOAs

In this section, we first provide a general construction method for MNOAs, using a
special resolvable design and an orthogonal array, and then construct such special
(nearly) column-orthogonal resolvable designs for three cases which can be used to
construct (nearly) column-orthogonal MNOAs.

3.1 General Construction of MNOAs

Algorithm 3.1 (Construction of MNOAs)

Step 1. Let D = (DT
1 , . . . , DT

λ )T be a resolvable design Dλ(λs, su) that can be
mapped into anOA(λs, u, p, 2), where s = vp and v is a positive integer. Let
dw( j)denote the j th rowof Dw ,wherew = 1, 2, . . . , λ, and j = 1, 2, . . . , s.

Step 2. Let B = (bi j ) be an OA(n,m, s, 2).
Step 3. Construct amatrix Aw

j of ordern×uwith the i th rowbeingdw((bi j+s+1)/2)
for 1 ≤ i ≤ n, 1 ≤ j ≤ m.

Step 4. Juxtapose matrices A1
j , A

2
j , . . . , A

λ
j row by row to obtain a λn × u matrix

A j = (A1
j
T
, A2

j
T
, . . . , Aλ

j
T
)T .

Step 5. Juxtaposematrices A1, A2, . . . , Am column by column to obtain design A =
(A1, A2, . . . , Am) of order λn × um.

Theorem 3.2 If there exists an OA(n,m, s, 2), denoted by B, and a resolvable design
Dλ(λs, su), denoted by D that can be mapped into an OA(λs, u, p, 2), then the matrix
A = (A1, A2, . . . , Am) constructed through Algorithm 3.1 is an MNOA(λn; (su)m,

(pu)m), and the correlation matrix of A is ρ(A) = Im ⊗ρ(D), specially ρ(A) = Ium
when ρ(D) = Iu.
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From Theorem 3.2, the column-orthogonality of the constructed MNOA is deter-
mined by design D. That is, if we take D to be a (nearly) column-orthogonal design,
then the constructed design A is a (nearly) column-orthogonal MNOA. Next we con-
sider the construction of resolvable designs that are needed for obtaining (nearly)
column-orthogonal MNOAs.

3.2 (Nearly) Column-Orthogonal Resolvable Designs Based on Orthogonal Arrays

For the construction of a (nearly) column-orthogonal resolvable design Dλ(λs, su)
that can be mapped into an OA(λs, u, p, 2), we just consider the following three cases
with α ≥ 2 being a positive integer: (1) s = pα and λ = 1; (2) s = pα and λ = p;
and (3) s = kpα with k being a positive integer and λ = 1 or p.

3.2.1 Case of s = p˛ and � = 1

Since λ = 1, only a (nearly) column-orthogonal LHD(s, u) is needed to be mapped
into an OA(s, u, p, 2).

Denote rotation matrices Rp
d for d = 1, 2, . . . as follows (with Rp

0 = 1)

Rp
d =

(
p2

d−1
Rp
d−1 −Rp

d−1

Rp
d−1 p2

d−1
Rp
d−1

)
and Rp

u,d = diag{Rp
d , Rp

d , . . . , Rp
d }, (3.1)

where u is a multiple of 2d and Rp
d occurs u/2d times in Rp

u,d . From (3.1), we

know that Rp
d is a 2d × 2d matrix which comprises of columns of permutation

of {1, p, . . . , p2d−1} (up to sign changes) with (Rp
d )

T
R p
d = p2

d+1−1
p2−1

I2d , and then,

(Rp
u,d)

T
R p
u,d = p2

d+1−1
p2−1

Iu .

Let T p
u,α,t = diag{T p

α,t , T
p

α,t , . . . , T
p

α,t }, where T p
α,t is an α × t matrix which com-

prises of columns of permutation of {1, p, . . . , pα−1} (up to sign changes), u is a
multiple of t , and T p

α,t occurs u/t times in T p
u,α,t .

Then a result in Sun, Pang and Liu [16] can be applied.

Lemma 3.3 (Sun, Pang and Liu [16]) Suppose C is an OA(pα, c, p, 2) with c = vα,
in which the i th group of α consecutive columns compose a full factorial design,
i = 1, 2, . . . , v. Then

(i) for α = 2d , D = CRp
u,d is a column-orthogonal LHD(pα, u) with u = c;

(ii) for α �= 2d , D = CT p
u,α,t is an LHD(pα, u) with u = vt and ρ(D) = ρ(T p

u,α,t ).

Lemma 3.3 involves the methods of partitioning the OA(pα, c, p, 2) into v parts
with each part being a full factorial design of α factors (see Steinberg and Lin [14],
Pang, Liu and Lin [12], and Ai, He and Liu [1] for the details).

Let (G1,G2, . . . ,Gα) be a full factorial design D(pα, pα). Obviously, the levels
of Gi1(±p0)+Gi2(±p1)+· · ·+Giα (±pα−1) are a permutation of −pα +1,−pα +
3, . . . , pα −1, where (i1, i2, . . . , iα) is a permutation of (1, 2, . . . , α). It is clear that if
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Table 1 Some (nearly) column-orthogonal MNOAs for the case of s = pα and λ = 1

p α B C MNOA π

2 2 OA(16, 5, 4, 2) OA(4, 2, 2, 2) MNOA(16; (42)5, (22)5) 0.8889

2 3 OA(64, 9, 8, 2) OA(8, 6, 2, 2) MNOA(64; (86)9, (26)9)* 0.9057

2 4 OA(256, 17, 16, 2) OA(16, 12, 2, 2) MNOA(256; (1612)17, (212)17) 0.9458

3 2 OA(81, 10, 9, 2) OA(9, 4, 3, 2) MNOA(81; (94)10, (34)10) 0.9231

4 2 OA(256, 17, 16, 2) OA(16, 4, 4, 2) MNOA(256; (164)17, (44)17) 0.9552

5 2 OA(625, 26, 25, 2) OA(25, 6, 5, 2) MNOA(625; (256)26, (56)26) 0.9677

B is the design in Theorem 3.2 and C is the design in Lemma 3.3 that can be used to construct the design D
in Theorem 3.2, π is the ratio given in (2.1). All the designs are column-orthogonal except that the design
marked with “∗” is nearly column-orthogonal

Gi1(±p0)+Gi2(±p1)+· · ·+Giα (±pα−1) is mapped to p levels, it becomes ±Giα .
Then if (Gi1(±p0)+Gi2(±p1)+· · ·+Giα (±pα−1),G j1(±p0)+G j2(±p1)+· · ·+
G jα (±pα−1)) can be mapped into an OA(pα, 2, p, 2), one only needs that (Giα ,G jα )

is an OA(pα, 2, p, 2). The following theorem can be established.

Theorem 3.4 For the designs constructed in Lemma 3.3,

(i) when α = 2d , the design LHD(pα, u) can be mapped into an OA(pα, u, p, 2);
(ii) when α �= 2d , if the t entries of ±pα−1 in T p

α,t are in different rows of T p
α,t , then

the design LHD(pα, u) can be mapped into an OA(pα, u, p, 2).

Theorems 3.2 and 3.4 and Lemma 3.3 can be used to construct (nearly) column-
orthogonal MNOA(n; (su)m, (pu)m)’s with s = pα . In particular, the resulting
MNOAs can achieve exact column-orthogonality when α = 2d . We summarize some
MNOAs for the case of s = pα in Table 1. As the ratio π in (2.1) increases with m,
we take the saturated OA(s2, s + 1, s, 2) as design B for s = pα being a prime power
to get a larger π and make the constructed design be comparable to that of Mukerjee,
Sun and Tang [10]. Here m = s + 1 = pα + 1 ≥ 5, and then π > 0.8, that is a
good two-dimensional stratification property can be guaranteed. The u’s in the con-
structed MNOAs are usually a little smaller than those of the ordinary MNOAs, as the
resolvable design D here enjoys much better column-orthogonality. So there are some
MNOAs in Table 1 which have less columns than those of Series 1 in Table 2 of Muk-
erjee, Sun and Tang [10], but the designs in Table 1 can achieve column-orthogonality
except that the MNOA with (p, α) = (2, 3) achieves near column-orthogonality. In
addition, both the nearly column-orthogonal MNOA and exactly column-orthogonal
MNOA for (p, α) = (2, 3) are shown in Example 3.5.

Example 3.5 Suppose B is an OA(64, 9, 8, 2), C is an OA(8, 6, 2, 2) in which every
three consecutive columns in the order compose a full factorial design, and let

T 2
3,3 =

⎛
⎝ 1 −4 2
2 −1 −4
4 2 1

⎞
⎠ .
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Table 2 OA(8, 6, 2, 2) and
LHD(8, 6) in Example 3.5

C : OA(8, 6, 2, 2) D: LHD(8, 6)

−1 −1 −1 −1 −1 −1 −7 3 1 −7 3 1

1 −1 −1 1 −1 1 −5 −5 5 3 −1 7

1 1 −1 −1 1 −1 −1 −7 −3 −3 1 −7

1 1 1 −1 −1 1 7 −3 −1 1 7 3

−1 1 1 1 −1 −1 5 5 −5 −5 −5 5

1 −1 1 1 1 −1 3 −1 7 −1 −7 −3

−1 1 −1 1 1 1 −3 1 −7 7 −3 −1

−1 −1 1 −1 1 1 1 7 3 5 5 −5

From Lemma 3.3 and Theorem 3.4, D = CT 2
6,3,3 is an LHD(8, 6), and it can be

mapped into an OA(8, 6, 2, 2) that is any two columns of this LHD(8, 6) can achieve
a stratification on a 2 × 2 grid. The matrices C and D are shown in Table 2. It is easy
to calculate that ρM (D) = ρM (T 2

6,3,3) = 0.0952, and ρ2(D) = ρ2(T 2
6,3,3) = 0.0036.

Then from Lemma 3.3, D is a nearly column-orthogonal LHD(8, 6). By Theorem 3.2,
using B and D, we can obtain a nearly column-orthogonal MNOA(64; (86)9, (26)9),
denoted by A, and ρ(A) = I9 ⊗ ρ(D) with ρM (A) = ρM (D) = 0.0952. In addition,
the design

⎛
⎜⎜⎝
1 3 5 7 −1 −3 −5 −7
3 −1 7 −5 −3 1 −7 5
5 −7 −1 3 −5 7 1 −3
7 5 −3 −1 −7 −5 3 1

⎞
⎟⎟⎠

T

,

constructed by Sun, Liu and Lin [15], is a column-orthogonal LHD(8, 4), and it can be
mapped into anOA(8, 4, 2, 2). Consequently, it can be used, alongwith B, to construct
a column-orthogonal MNOA(64; (84)9, (24)9).

3.2.2 Case of s = p˛ and � = p

For this case, we construct a (nearly) column-orthogonal resolvable design Dp(pα+1,

su), which can be mapped into an OA(pα+1, u, p, 2). Here we need a difference
scheme D(r , c, s), which is an r × c array with s entries from a finite Abelian group
{0, 1, . . . , s−1}with a binary operation+b such that every element of {0, 1, . . . , s−1}
in the vector difference between any two columns of the array appears equally often.

Now in order to construct the design we need, we first produce a special matrix G:

G = 2

(
E ⊕b

F + (p − 1)Jpα× f

2

)
− (p − 1)Jpα+1×e f , (3.2)

where E is a difference scheme D(p, e, p), F is an OA(pα, f , p, 2), Ja×b denotes an
a×bmatrixwith all entries one, and for twomatrices A = (ai j )m×k and B = (bi j )n×l ,
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their Kronecker sum “⊕b” based on +b is defined as

A ⊕b B = (ai j +b B)mn×kl .

Note that the operation (F+(p−1)Jpα× f )/2 is aimed at transforming the levels of F
from {−p+1,−p+3, . . . , p−1} to {0, 1, . . . , p−1} so that the operation⊕b between
F and the difference scheme E can be performed. And G is an OA(pα+1, e f , p, 2).

The theorem below shows how to use matrix G to construct the design Dp(pα+1,

su) that can be mapped into an OA(pα+1, u, p, 2).

Theorem 3.6 Suppose G is defined in (3.2), F is an OA(pα, f , p, 2) with α ≥ 2, and
when α ≥ 3, f = vα and its i th consecutive α columns compose a full factorial
design for all i = 1, 2, . . . , v. Then

(i) if α = 2 and e f = 2l + r with r = 0 or 1, then D = G

(
Rp
2l,1

0r×2l

)
is a column-

orthogonal resolvable Dp(p3, su) that can be mapped into an OA(p3, u, p, 2),
where u = 2l;

(ii) if α = 2d with d ≥ 2, then D = GRp
u,d is a column-orthogonal resolvable

Dp(pα+1, su) that can be mapped into an OA(pα+1, u, p, 2), where u = e f =
evα;

(iii) if α �= 2d , and the t entries of ±pα−1 in T p
α,t are in different rows of T p

α,t ,
then D = GT p

u,α,t is a resolvable Dp(pα+1, su) that can be mapped into an
OA(pα+1, u, p, 2) with ρ(D) = ρ(T p

u,α,t ), where u = evt .

Next, let us see two illustrative examples.

Example 3.7 Suppose E is a D(2, 2, 2) with

E =
(
0 1
0 0

)
,

and F is an OA(8, 6, 2, 2). From (3.2), matrix G = 2 (E ⊕b (F + J8×6)/2)− J16×12
is an OA(16, 12, 2, 2). Now, take

T 2
3,3 =

⎛
⎝ 1 −4 2
2 −1 −4
4 2 1

⎞
⎠ .

Theorem3.6(iii) implies that D = GT 2
12,3,3 is a nearly column-orthogonal D2(16, 812)

which can be mapped into an OA(16, 12, 2, 2) with ρM (D) = ρM (T 2
12,3,3) = 0.0952.

MatricesG and D are given inTable 3.Now let B be anOA(64, 9, 8, 2), usingTheorem
3.2, B and D, a nearly column-orthogonal MNOA(128; (812)9, (212)9), denoted by
A, can be obtained. Moreover, we have ρM (A) = ρM (D) = 0.0952.
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Example 3.8 Let F be an OA(4, 3, 2, 2) and E be a D(2, 2, 2) as follows,

F =

⎛
⎜⎜⎝

−1 1 −1
1 −1 −1

−1 −1 1
1 1 1

⎞
⎟⎟⎠ and E =

(
0 1
0 0

)
.

Matrix G = 2 (E ⊕b (F + J4×3)/2) − J8×6 can be obtained via Eq. (3.2). Following
Theorem 3.6(i) with G and R2

6,1, a column-orthogonal resolvable D2(8, 46) = GR2
6,1

can be constructed as follows,

D2(8, 4
6) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−1 3 −1 3 −1 3
1 −3 −3 −1 3 1

−3 −1 3 1 1 −3
3 1 1 −3 −3 −1

−1 3 −3 −1 1 −3
1 −3 −1 3 −3 −1

−3 −1 1 −3 −1 3
3 1 3 1 3 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Next taking an OA(16, 5, 4, 2) and D2(8, 46), a column-orthogonal MNOA(32;
(46)5, (26)5) can be constructed, as shown in Table 4. Owing to the resolvable property
of D2(8, 46), the constructed design MNOA(32; (46)5, (26)5) also is a resolvable
design D2(32, 430).

Here we wish that the constructed MNOAs have as many columns as possible
while keeping the column-orthogonality and combinatorial-orthogonality. According
to Theorem 6.6 of Hedayat, Sloane and Stufken [6], there always exists a difference
scheme D(p, p, p) for any prime p. Then take D(p, p, p) as design E , and the satu-
ratedOA(s2, s+1, s, 2) as design B, the constructedMNOA(ps2; (su)s+1, (pu)s+1)’s
having much more columns are listed in Table 5 for the case of s = pα and λ = p.
The MNOAs with ps2 runs can also be constructed by using OA(ps2,m, s, 2) and
LHD(s, u) in Sect. 3.2.1, but the resulting MNOAs always have less columns than
those constructed here.

Remark 3.9 When λ is neither 1 nor p, we cannot construct an MNOA with more
columns than that of λ = 1 so far, and thus will take no account of these cases.

3.2.3 Case of s = kp˛ and � = 1 or p

Let H = (hi j )k×u be an LHD(k, u), and Li = (Li1, . . . , Liu) be an LHD(w, u),
where Li j is the j th column of Li , i = 1, . . . , k, j = 1, . . . , u. Take

Di = (kLi1 + hi1, kLi2 + hi2, . . . , kLiu + hiu), i = 1, . . . , k, and (3.3)

D = (DT
1 , . . . , DT

k )T . (3.4)

The following result, from Huang, Yang and Liu [7], can be applied.
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Lemma 3.10 (Huang, Yang and Liu [7]) The design D in (3.4) is an LHD(kw, u)with

ρi j (D) = (1 − θ)(ρi j (L1) + · · · + ρi j (Lk))/k + θρi j (H) (3.5)

for 1 ≤ i < j ≤ u, where θ = (k2 − 1)/(w2k2 − 1).

We first consider the case of λ = 1. Based on the above lemma, we can construct an
LHD(kpα, u) that can be mapped into an OA(kpα, u, p, 2) and its correlation matrix
can be found by (3.5) for w = pα .

Theorem 3.11 If the design Li can be mapped into an OA(w, u, p, 2), then the design
D in (3.4) can be mapped into an OA(kw, u, p, 2). Furthermore, when w = pα and
Li is constructed in Theorem 3.4, we have

(i) for α = 2d , D is (nearly) column-orthogonal with |ρi j (D)| < 1/16. Specially, D
is column-orthogonal when H is column-orthogonal;

(ii) for α �= 2d , let Li = CiTu,α,t with Ci being an OA(pα, c, p, 2), then |ρi j (D)| ≤
|ρi j (Tu,α,t )| + 1/64.

For the case of s = kpα and λ = p, combining Theorems 3.6 and 3.11, we can con-
struct the resolvable design Dp(ps, su)which can bemapped into an OA(ps, u, p, 2).
The following example illustrates the construction for the case of λ = 1.

Example 3.12 Let p = 3, α = 2 and k = 2. Suppose C1 is an OA(9, 4, 3, 2), where

C1 =

⎛
⎜⎜⎝

−2 −2 −2 0 0 0 2 2 2
−2 0 2 −2 0 2 −2 0 2
−2 0 2 2 −2 0 0 2 −2
−2 0 2 0 2 −2 2 −2 0

⎞
⎟⎟⎠

T

andC2 is obtained by permuting the columns ofC1 in the order of (3, 1, 4, 2). Let R3
1 =(

3 −1
1 3

)
. Then L1 = C1R3

4,1 and L2 = C2R3
4,1 are both a column-orthogonal

LHD(9, 4), where

(LT1 , LT2 )T

=

⎛
⎜⎜⎝

−8 −6 −4 −2 0 2 4 6 8 −8 −2 4 6 −6 0 2 8 −4
−4 2 8 −6 0 6 −8 −2 4 −4 −6 −8 −2 2 0 6 4 8
−8 0 8 6 −4 −2 2 4 −6 −8 0 8 −2 6 −4 4 −6 2
−4 0 4 −2 8 −6 6 −8 2 −4 0 4 −6 −2 8 −8 2 6

⎞
⎟⎟⎠
T

.

Next, take H =
(−1 1 −1 1

1 −1 1 −1

)
. From (3.3), we have

D =
(

D1
D2

)

=

⎛
⎜⎜⎜⎝

−17 −13 −9 −5 −1 3 7 11 15 −15 −3 9 13 −11 1 5 17 −7
−7 5 17 −11 1 13 −15 −3 9 −9 −13 −17 −5 3 −1 11 7 15

−17 −1 15 11 −9 −5 3 7 −13 −15 1 17 −3 13 −7 9 −11 5
−7 1 9 −3 17 −11 13 −15 5 −9 −1 7 −13 −5 15 −17 3 11

⎞
⎟⎟⎟⎠

T

.
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Note that D is a nearly column-orthogonal LHD(18, 4) with

ρi j (D) = k2 − 1

k2 p2α − 1
ρi j (H) = 3

323
ρi j (H) = 0.0093ρi j (H) for i �= j,

that is,

ρ(D) =

⎛
⎜⎜⎝

1 −0.0093 0.0093 −0.0093
−0.0093 1 −0.0093 0.0093
0.0093 −0.0093 1 −0.0093

−0.0093 0.0093 −0.0093 1

⎞
⎟⎟⎠ .

When D is mapped to three levels, it becomes C = (CT
1 ,CT

2 )T . Let B be an
OA(648, 18, 18, 2), a nearly column-orthogonal MNOA(648; (184)18, (34)18) can
be constructed by Theorem 3.2.

4 Designs with High Levels

Several references have focused on the construction of column-orthogonal space-
filling designs through orthogonal arrays and rotation matrices, see, e.g., Sun, Pang
and Liu [16], Ai, He and Liu [1] and [19]. Inspired by this traditional thinking, in this
section, we will construct some column-orthogonal space-filling designs with much
better projection uniformity, through MNOAs and rotation matrices. The resulting
designs improve the one-dimensional projection uniformity of the used MNOAs.

Now let D(N , sum; (qu)m, (pu)m) denote a D(N , sum) with the same projection
uniformity as that of an MNOA(N ; (qu)m, (pu)m), and LHD(N , um; (qu)m, (pu)m)

is defined similarly.We then extend these twodefinitions to the case that the groupsmay
havedifferent numbers of columns.LetD(N , s

∑r
i=1 uimi ; (qu1)m1 · · · (qur )mr , (pu1)m1

· · · (pur )mr ) denote a D(N , s
∑r

i=1 uimi )which can be partitioned into
∑r

i=1 mi groups
with mi groups each having ui columns such that any two columns from dif-
ferent groups can achieve a stratification on a q × q grid, and any two distinct
columns from the whole design can achieve a stratification on a p × p grid, and
LHD(N ,

∑r
i=1 uimi ; (qu1)m1 · · · (qur )mr , (pu1)m1 · · · (pur )mr ) is defined similarly.

Algorithm 4.1 (Construction of designs with more levels)

Step 1. Suppose A = (A1, A2, . . . , Am) is an MNOA(λn; (su)m, (pu)m), where Ai

is a matrix of order λn × u with i = 1, 2, . . . ,m.
Step 2. For i = 1, 2, . . . , u, set Pi = (A1i , A2i , . . . , Ami ), where A ji denotes the

i th column of A j , then Pi is an OA(λn,m, s, 2).
Step 3. Suppose um = a + r with a = 2l and r = 0 or 1, then take

K = (P1, P2, . . . , Pu)

(
Rs
a,1

0r×a

)
.
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Partition K as K = (K1, K2, . . . , Ku), where Ki is a matrix of order λn×m
with i = 1, 2, . . . , u − 1, and Ku is a matrix of order λn × (m − r).

Step 4. Let Li = (K1i , . . . , Kui ) with i = 1, 2, . . . ,m − 1, and Lm =
(K1m, . . . , K(u−r)m), where K ji is the i th column of K j .

Step 5. Let L = (L1, . . . , Lm).

Theorem 4.2 Thedesign L constructedbyAlgorithm4.1 is a D(λn, (s2)um−r ; (su)m−1

(su−r )1, (pu)m−1(pu−r )1). Furthermore, if A is constructed by Algorithm 3.1 with
ρ(A) = Im ⊗ ρ(D), then

(i) L is column-orthogonal when ρ(D) = Iu ;
(ii) ρ(L) = ρ(A) = Im ⊗ ρ(D) when m is even;
(iii) |ρi j (L)| ≤ ρM (D) when m is odd with i, j = 1, 2, . . . , um − r and i �= j .

The constructed designs in Theorem 4.2 preserve the stratification properties and
column-orthogonality of A, and they usually have more columns or better projection
uniformity than that of Sun, Pang and Liu [16] for the same run sizes and numbers
of levels. Compared to the designs constructed in Ai, He and Liu [1], the constructed
designs in Theorem 4.2 can achieve much better projection uniformity. An illustrative
example is as follows.

Example 4.3 Using the column-orthogonal MNOA(81; (94)10, (34)10) in Table 1, a
column-orthogonal LHD(81, 40; (94)10, (34)10), denoted by D1, can be constructed.
Any two columns from different groups of D1 can achieve a stratification on a 9 × 9
grid, and any two distinct columns from the whole design can achieve a stratification
on a 3 × 3 grid. Let A be an OA(81, 40, 3, 2) which is a three-level regular saturated
design of strength two and 81 runs. Using the method in Sun, Pang and Liu [16], a
column-orthogonal LHD(81, 40), D2 = AR3

40,2, can be constructed, which achieves a
stratification on a 3×3 grid in any two dimensions. D2 also has some pairs of columns
that can achieve a stratification on a 9 × 9 grid, but the number of such pairs is less
than that of D1. Likewise, using an OA(81, 10, 9, 2) and R9

10,1, a column-orthogonal
LHD(81, 10) can be constructed, denoted by D3. It achieves a stratification on a 9×9
grid in any two dimensions, but has much less columns than that of D1. At last, for the
design constructed by Ai, He and Liu [1], let us consider their Example 2.1. Suppose
B is an OA(81, 10, 9, 2), and let

H =

⎛
⎜⎜⎜⎜⎝

−8 −6 −4 −2 0 2 4 6 8
4 −2 6 −4 0 −8 −6 2 8
4 −2 −8 8 0 2 −6 −4 6

−6 8 2 −4 0 4 −2 −8 6
−2 −4 4 6 0 −6 8 −8 2

⎞
⎟⎟⎟⎟⎠

T

,

which is column-orthogonal and can be mapped into

Q =

⎛
⎜⎜⎜⎜⎝

−2 −2 −2 0 0 0 2 2 2
2 0 2 −2 0 −2 −2 0 2
2 0 −2 2 0 0 −2 −2 2

−2 2 0 −2 0 2 0 −2 2
0 −2 2 2 0 −2 2 −2 0

⎞
⎟⎟⎟⎟⎠

T

.
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For all the C2
5 = 10 pairs of columns of design Q, there are only three pairs of

columns that can achieve combinatorial-orthogonality, i.e., the projection uniformity
of Q is not so good. To obtain Bi , one replaces the 9 levels of B {−8,−6, . . . , 8}
with h1i , . . . , h9i , where h ji is the ( j, i)th element of H . Then D4 = (B1R9

10,1, . . . ,

B5R9
10,1) is a column-orthogonal LHD(81, 50). Repartition D4 into 10 groups, where

each group has five columns and the i th group consists of the i th columns of B j R9
10,1

with j = 1, . . . , 5, i = 1, . . . , 10. Then any two columns from different groups can
achieve a stratification on a 9× 9 grid, but there exist some pairs of columns from the
same group that cannot achieve a stratification on a 3 × 3 grid. Comparing D1, D2,
D3 and D4, if we consider the number of columns and projection uniformity together,
we see that D1 is the most desirable one.

Example 4.4 Let A be the column-orthogonal MNOA(32; (46)5, (26)5) in Table 4.
Rearrange the columns of A in the order of {1, 7, 13, 19, 25, 2, 8, 14, 20, 26, 3, 9, 15,
21, 27, 4, 10, 16, 22, 28, 5, 11, 17, 23, 29, 6, 12, 18, 24, 30}, we get a design P =
(P1, . . . , P6). Take K = PR4

30,1, and rearrange its columns in the order of
{1, 6, 11, 16, 21, 26, 2, 7, 12, 17, 22, 27, 3, 8, 13, 18, 23, 28, 4, 9, 14, 19, 24, 29, 5,
10, 15, 20, 25, 30}, then a column-orthogonal D(32, 1630; (46)5, (26)5) can be
obtained, which is just the design constructed from A through Algorithm 4.1. The
column-orthogonal D(32, 1630; (46)5, (26)5) is given in Table 6.

Space-filling designs with N = λn runs can be constructed by the method in this
section, if (nearly) column-orthogonalMNOA(N ; (su)m, (pu)m)’s can be constructed
in Sect. 3, where the OA(n,m, s, 2)’s should exist with s = kpα , λ = 1 or p and p
must be a prime when α > 2. Such orthogonal arrays can be found from Hedayat,
Sloane and Stufken [6], e.g., saturatedOA(s2, s+1, s, 2)’s with s being a prime power,
OA(2sβ, 2 sβ−1

s−1 − 1, s, 2)’s with β ≥ 2 being a positive integer and s being an odd

prime power or s = 2b with b being a positive integer, OA(4sβ, 4 sβ−1
s−1 − 3, s, 2)’s

with s being an prime power and so on.
Sun and Tang [17] also constructed column-orthogonal D(N , (s2)um; (su)m ,

(pu)m)’s by using OA(N ,m, as, 2)’s and OA(as, u, p, 2)’s with a being a positive
integer, requiring that u is a multiple of 4 or u andm are both even, and limiting s = p2

which means that any two columns from different groups of the resulting design only
achieve a stratification on a p2× p2 grid. They claimed that their designs have flexible
parameters such as as and s are not required to be primes or prime powers. In fact, the
proposed designs here have no such a requirement for s and p when α = 2. For α > 2,
the proposed designs enjoy a much better space-filling property than those of Sun and
Tang [17], i.e., any two columns from different groups of the newly constructed design
can achieve a stratification on a kpα ×kpα grid. Moreover, as u andm for their designs
have some constraints, the numbers of columns of their designs are always less than
or equal to those of ours.

Some resulting (nearly) column-orthogonal space-filling designs for N < 1000 are
summarized in Table 7. In order to compare the resulting designs with those of Sun and
Tang [17], we show the comparison results in the last column of Table 7.Here, the com-
parisons are made based on the following concerns. First, a good space-filling design
should possess columns asmany as possible, especiallywhen being used as a screening
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design. Second, for a (nearly) column-orthogonal D(N , (s2)um; (su)m, (pu)m) with
N = λn, large k and α means that any one column and any two columns from different
group can achieve a much better projection uniformity, i.e., each column has (kpα)2

levels and the two columns can achieve a stratification on a kpα × kpα grid. Third,
since the ratio π in (2.1) strictly increases with respect to m, we believe that a larger
m means a better projection uniformity, specially for a fixed u. Thus, the comparisons
are made in terms of the number of columns, α, k and m. The results show that most
of the newly constructed designs have the same parameters as those of Sun and Tang
[17], or even larger ones, for the same run sizes. And for some designs with the same
run sizes, more constructions are available here, such as the designs with 64 runs in
Table 7.

5 Concluding Remarks

The column-orthogonality and projection uniformity are two desirable properties
for space-filling designs. Construction of designs with both properties is a chal-
lenging task. In this paper, we present some new methods for constructing designs
with both (nearly) column-orthogonality and projection uniformity. For an ordi-
nary MNOA(N ; (su)m, (pu)m), any two columns from different groups can achieve
combinatorial-orthogonality, then they must be column-orthogonal. But it did not
guarantee that any two distinct columns from the same group can achieve column-
orthogonality or even near column-orthogonality. Here we improve the column-
orthogonality in eachgroup. (Nearly) column-orthogonalMNOA(λn; (su)m, (pu)m)’s
were constructedunder three situations. Furthermore, the constructedMNOAsare used
to construct space-filling designswithmore levels. The resulting D(λn, (s2)um; (su)m,

(pu)m)’s not only preserve the multi-dimensional projection uniformity and column-
orthogonality of the employedMNOAs, but also have a greater stratification in any one
dimension. Comparisons with existing results show that the newly constructed designs
enjoy much better projection uniformity and column-orthogonality, and can accom-
modate more columns, which can be regarded as fairly good space-filling designs for
computer experiments.
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6 Appendix A Proofs of Theorems

6.1 Proof of Theorem 3.2

From Step 3, we know that Aw
j is a matrix obtained by replacing the levels of the j

column of B, say bi j , with the (bi j + s + 1)/2th row of Dw. That is, Aw
j contains all
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the rows of Dw, and each row repeats n/s times. Then A j = (A1
j
T
, A2

j
T
, . . . , Aλ

j
T
)T

has the same column-orthogonality and stratification as design D, which means that
ρ(A j ) = ρ(D) and A j can achieve a stratification on a p × p grid in any two
dimensions when design D can be mapped into an orthogonal array of p levels.
For any two columns from Aw

i and Aw
j (i �= j), respectively, we know they are

obtained by permuting the levels of the i th and j th column of the design B which is an
OA(n,m, s, 2); then, they can achieve combinatorial-orthogonality based on s levels
and p levels. So for any two columns fromdifferent groups Ai and A j (i �= j), they can
also achieve combinatorial-orthogonality, and thus, they must be column-orthogonal.
In conclusion, A is an MNOA(λn; (su)m, (pu)m) with ρ(A) = Im ⊗ ρ(D). �	

6.2 Proof of Theorem 3.4

The elements of Gi1(±p0) + Gi2(±p1) + · · · + Giα (±pα−1) can be expressed as

g = g1 × (±1) + g2 × (±p) + · · · + gα × (±pα−1),

with g1, g2, . . . , gα ∈ {−p + 1 + 2(i − 1) : i = 1, 2, . . . , p}. Now let ±gi = −p +
1+bi , i = 1, 2, . . . , α−1, and±gα = −p+1+2(r −1), where b1, b2, . . . , bα−1 ∈
{0, 2, . . . , 2(p − 1)}, and r = 1, . . . , p, then

g = (−p + 1)
α∑

i=1

pi−1 +
α−1∑
i=1

bi p
i−1 + 2(r − 1)pα−1

= −(pα − 1) +
α−1∑
i=1

bi p
i−1 + 2(r − 1)pα−1

= −pα + 2(r − 1)pα−1 +
α−1∑
i=1

bi p
i−1 + 1.

Since
∑α−1

i=1 bi pi−1 ∈ {0, 2, . . . , 2(pα−1 − 1)}, it follows that

g ∈ [−pα + 2(r − 1)pα−1 + 1,−pα + 2rpα−1),

i.e., g can be mapped to level −p+ 2r − 1 = ±gα . Through the above discussion, we
know that when Gi1(±p0) + Gi2(±p1) + · · · + Giα (±pα−1) is mapped to p levels,
it becomes ±Giα . Since the t entries of ±pα−1’s that in Rp

u,d and T p
u,α,t are both in

different rows, then the conclusion is reached. �	

6.3 Proof of Theorem 3.6

Denote

G = (Gi j ) =
(
2

(
ei j ⊕b

F + (p − 1)Jpα× f

2

)
− (p − 1)Jpα× f

)
pe

,
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where ei j is the (i, j)th element of E . By Hedayat, Sloane and Stufken [6],
we know that G is an OA(pα+1, e f , p, 2), each Gi j is also an OA(pα, f , p, 2)
through permuting the levels of F , and the kth α consecutive columns of Gi j

also compose a full factorial design D(pα, pα), where k = 1, . . . , v. Then G is
a resolvable OA(pα+1, e f , p, 2) that can be resolvable into p parts and each part
Gi · = (Gi1, . . . ,Gie) is a D(pα, pef ), in which the kth α consecutive columns com-
pose a full factorial design, where k = 1, . . . , ev. From Lemma 3.3 and Theorem 3.4,
results (ii) and (iii) can be derived. For α = 2, we know that G f

i j and G1
i( j+1) are

obtained by permuting the levels of the f th and first columns of F , respectively, and
then (G f

i j ,G
1
i( j+1)) is an OA(p2, 2, p, 2), where Gk

i j is the kth column of Gi j . Thus
the two consecutive columns of Gi · in the order compose a full factorial design. Then
result (i) can be similarly obtained. �	

6.4 Proof of Theorem 3.11

Let a be a level of Li , then a ∈ {−ω+1,−ω+3, . . . , ω−1}. If Li can be mapped into
an OA(ω, u, p, 2), then ω must be a multiple of p2, denoted by ω = rp2, and all the
levels a ∈ [−ω+2( j −1)ω/p,−ω+2 jω/p) = [−rp2 +2( j −1)rp,−rp2 +2 jr p)
can be mapped to −p+2 j −1, j = 1, 2, . . . , p. The elements of D can be expressed
as

g = k(−rp2 + 2( j − 1)rp + b) + i

= −krp2 + 2( j − 1)krp + kb + i,

with j ∈ {1, 2, . . . , p}, b ∈ {1, 3, . . . , 2rp− 1} and i ∈ {−k + 1,−k + 3, . . . , k − 1}.
Since kb + i ∈ {1, 3, . . . , 2krp − 1}, then when D is mapped to p levels, g becomes
−p+ 2 j − 1. Through the above discussion, we know that Di and Li can become the
same design when they are mapped to p levels. Then design D can be mapped into
an OA(kw, u, p, 2) when each design Li can be mapped into an OA(w, u, p, 2).

For the case of α = 2d , from (3.5), we know that

|ρi j (D)| = θ |ρi j (H)| = k2 − 1

p2αk2 − 1
|ρi j (H)| ≤ k2 − 1

16k2 − 1
|ρi j (H)| < 1/16 for i �= j,

so D is (nearly) column-orthogonal. Furthermore, when H is column-orthogonal, D
is column-orthogonal with ρi j (D) = θρi j (H) = 0 for i �= j , and then ρ(D) = Iu .

For the case of α �= 2d , we know that ρ(Li ) = ρ(Tu,α,t ). Then for i �= j ,

|ρi j (D)| = |(1 − θ)ρi j (Tu,α,t ) + θρi j (H)|
< |ρi j (Tu,α,t )| + k2 − 1

p2αk2 − 1
|ρi j (H)|

≤ |ρi j (Tu,α,t )| + k2 − 1

64k2 − 1
|ρi j (H)|

≤ |ρi j (Tu,α,t )| + 1

64
.

�	
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6.5 Proof of Theorem 4.2

As the absolute value of the (i, i)th element of

(
Rs
a,1

0r×a

)
is s2, then according to the proof

of Theorem 3.4, we know that K becomes (P1, . . . , Pu−1, Pu1, . . . , Pu(m−r)) when it
is mapped to s levels. That is to say, L becomes (A1, . . . , Am−1, Am1, . . . , Am(u−r))

when it is mapped to s levels. Then the projection uniformity is derived.
We now prove the column-orthogonality of K . Let P = (P1, . . . , Pu). It can be

calculated that ρ(K ) = 3KT K/(λn(s4 − 1)), ρ(P) = 3PT P/(λn(s2 − 1)) and
ρ(Rs

a,1) = (Rs
a,1)

T Rs
a,1/(s

2 + 1) = Ia .

(1) If ρ(D) = Iu , then ρ(A) = ρ(P) = Ium . Let R =
(
Rs
a,1

0r×a

)
, then

ρ(K ) = ρ(P · R) = 3

λn(s4 − 1)
(P · R)T (P · R)

= 3

λn(s4 − 1)
· λn(s2 − 1)

3
RT R

= 1

s2 + 1
RT R

= Ia .

So ρ(L) = ρ(K ) = Ia .
(2) If m is even, then Rs

a,1 = Iu ⊗ Rs
m,1 where a = um. Besides, ρ(P) = ρ(D)⊗ Im

when ρ(A) = Im ⊗ ρ(D). Then

ρ(K ) = ρ(P · Rs
a,1) = 3

λn(s4 − 1)
(P · Rs

a,1)
T (P · Rs

a,1)

= 3

λn(s4 − 1)
(Rs

a,1)
T · PT P · Rs

a,1

= 3

λn(s4 − 1)
· λn(s2 − 1)

3
(Iu ⊗ (Rs

m,1)
T ) · (ρ(D) ⊗ Im) · (Iu ⊗ Rs

m,1)

= 1

s2 + 1
ρ(D) ⊗ ((Rs

m,1)
T Rs

m,1)

= ρ(D) ⊗ Im .

Then the correlation matrix of the constructed design is ρ(L) = Im ⊗ ρ(D).
(3) When m is odd, we first prove the case of r = 0, i.e., m is odd and u is even. Set

a = um = 2b and let

ρ(D) ⊗ Im =
⎛
⎜⎝
V11 · · · V1b
...

...

Vb1 · · · Vbb

⎞
⎟⎠ ,
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where Vi j is a 2× 2 matrix. Besides, Rs
a,1 can be expressed as R

s
a,1 = Ib ⊗ Rs

2,1.
Then

ρ(K ) = 1

s2 + 1
(Rs

a,1)
T · (ρ(D) ⊗ Im) · Rs

a,1 = 1

s2 + 1

(
(Rs

2,1)
T Vi j R

s
2,1

)
um×um,

where (Rs
2,1)

T Vi j Rs
2,1 is the (i, j)th submatrices of (s2 + 1)ρ(K ) with order

2 × 2. From the structure of ρ(D) ⊗ Im , we obtain that Vi j have the following
three forms:

V1 =
(
d1 0
0 d2

)
, V2 =

(
0 0
d3 0

)
, and V3 =

(
0 d4
0 0

)
,

where di is the element of ρ(D)with | di |≤ 1 and i = 1, 2, 3, 4, and d1 = d2 = 1
when V1 is the (i, i)th submatrix of ρ(D) ⊗ Im with i = 1, 2, . . . , b. Then

(Rs
2,1)

T V1R
s
2,1 =

(
d1s2 + d2 −d1s + d2s

−d1s + d2s d1 + d2s2

)
, (Rs

2,1)
T V2R

s
2,1 =

(
d3s −d3
d3s2 −d3s

)
,

and (Rs
2,1)

T V3R
s
2,1 =

(
d4s d4s2

−d4 −d4s

)
.

Denote d = maxi< j |ρi j (D)|, then
∣∣∣∣ di
1 + s2

∣∣∣∣ ≤
∣∣∣∣ di s

1 + s2

∣∣∣∣ ≤ |di |s + |d j |s
1 + s2

≤ ds2

1 + s2
≤ ds2 + d

1 + s2
= d, and

1

1 + s2
(Rs

2,1)
T V1R

s
2,1 = I2

when d1 = d2 = 1. So we have |ρi j (K )| ≤ ρM (D), that is |ρi j (L)| ≤ ρM (D).

The case of r = 1 can be obtained similarly. So the column-orthogonality is derived.
�	
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